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Myths and misconceptions about remote sensing

There is no doubt that satellite remote sensing has greatly improved our ability to conduct land cover mapping. There are limitations, however, and these are often understated or overlooked in the professional literature.

The following statements are based on some common misconceptions related to using remote sensing for land cover mapping. The list is based on the author’s first-hand experience, remote sensing literature, and presentations on remote sensing over the last 20 years. This list is meant primarily to alert new and inexperienced users of satellite image products to some of their limitations.

Myth and Misconception #1: Satellites measure the reflectance of features on the ground.

A satellite sensor measures radiance at the sensor itself, not surface reflectance from the target. In other words, the sensor is only measuring the intensity of light when it hits the detector surface. The units for this measurement are typically watts per steradian meter squared (Wm-2 sr-1).

Surface reflectance is the ratio of the intensity of light reflected from a surface over the intensity of incident light. To measure reflectance we need to know the intensity of the light just before it hits the surface target and just as it is reflected from the target. Unfortunately, the orientation of the surface feature (usually due to slope and aspect) and atmospheric scattering and absorption complicates our ability to accurately measure surface reflectance (Figure 1). More information about these effects is presented in Myths and Misconceptions #2.
Figure 1: Light from the sun is modified by the atmosphere before and after it hits the Earth's surface. The sensor at the top of the atmosphere is not able to directly measure reflectance because of these atmospheric effects. It is necessary to remove these effects before we can accurately calculate reflectance properties of the land cover on the surface of the Earth.

It is important to understand this common misconception if one is to grasp one of the fundamental limitations of remotely sensed data. If satellite instruments could indeed measure surface reflectance, our job would be a lot easier, and our mapped land cover products would be much more accurate.

**Myth and Misconception #2: Land cover classification is a simple process that involves grouping an image's pixels based on the reflectance properties of the land cover feature being classified.**

Land cover mapping and, in fact, remote sensing interpretation, in general, are based on the assumption that features on the Earth have unique spectral signatures. The job of an image analyst is to use specialized software to group image pixels into appropriate land cover categories. These categories are based on the pixel values that we often assume to be directly related to the feature's reflectance. For example, all of the pixels that have values similar to pixels that we know are water would be classified as water, and all pixels that have
values similar to pixels that we know are forest would be classified as forest, and so on, until the entire image is classified into one land cover type or another. This sounds pretty straightforward, but in practice it can be very difficult because we cannot easily determine the actual reflectance of a surface feature on the ground from a satellite image.

One way to understand this problem is to contrast satellite remote sensing with reflectance measurements made in a laboratory. Important factors in determining reflectance are:

- Intensity of incoming radiation (i.e., the intensity of light energy as it hits the target),
- Intensity of the reflected radiation (i.e., the intensity of light energy just after it leaves the target), and
- Orientation of the light source and detector relative to the target.

In a laboratory setting it is relatively easy to determine the reflectance properties of a material because one can easily measure the intensity of the light energy when it hits an object (Figure 2). The light path is controlled, so not much energy is lost between the light source and the target or the target and the detector. Also, the illumination and target orientation are known with high accuracy and precision.

Figure 2: In a laboratory reflectance measurements are acquired in a controlled environment. This environment is very clean and the analyst is able to set the light intensity and the angle of the detector and illumination source. The path light travels from the illumination source to the detector is also relatively short. This is in contrast to the terrestrial environment where these parameters can be difficult to control and measure.
In the world of satellite remote sensing, the situation is very different. We know the intensity of the light before it enters the Earth's atmosphere but as it passes through the atmosphere, it interacts with particulates (i.e., water vapor, dust, smoke) and significantly alters the signal before and after interacting with the target. A good deal of progress has been made in removing these atmospheric effects from an image, but we are still unable to easily and consistently remove these effects.

As far as illumination and detector orientation are concerned, we can easily calculate the position of the sun and the satellite when the image was acquired. It is much more difficult, however, to know the orientation of the target (its slope and aspect). We can use digital elevation models to estimate these parameters, but this usually provides only a rough estimate of the target orientation. Consider, for example, an image with the same vegetation that is found in two locations, one in the shadow of a mountain and the other oriented so that the maximum amount of energy is reflected to the sensor (Figure 3). Under these circumstances, it can be very difficult to process the image in such a way that the two locations would have the same reflectance values.

Figure 3: This is a Landsat TM image of a forested mountainous region in Vietnam. This image illustrates how similar forest types can look very different because of their orientation. The black and dark green areas are dense forest located in the shadow of the mountains whereas the brighter green areas are oriented so that the sun is directly shining on it therefore making it look much brighter. The forests on these two sides of the mountain are very similar but look very different because of the difference in how they are illuminated. The shadows in this image are particularly severe because it was acquired on a January morning when the sun was quite low.

The bottom line is that similar land cover features can appear very different on a satellite
image, and there can be a good deal of confusion between land cover classes that do not have drastically different reflectance signatures, such as different types of forests. This concept is discussed more in the section below titled "Landsat TM imagery is suitable to reliably and accurately classify natural vegetation genus and species information."

**Myth and Misconception #3: Spectral resolution is the number of bands (image layers) available from a particular sensor.**

Spectral resolution refers to the wavelength range that is measured by a particular image channel (Figure 4). For example, channel 1 of the ETM+ sensor on board the Landsat 7 satellite detects wavelengths from 0.45µm - 0.52µm. The pan band on the ETM+ sensor, detects wavelengths from 0.50µm - 0.90µm. Therefore, one could say that on the ETM+ sensor channel 1 has a finer spectral resolution than does the pan band.
Figure 4: Spectral resolution refers to the band width of the individual channels in a sensor. In this figure bandwidth is illustrated by the semi-translucent area covering the spectrum. In many hyperspectral sensors the band width is even less than what is represented in the top diagram. In contrast, the bandwidth for a typical black and white camera would cover the entire visible spectrum pictured in these diagrams.

Although sensors with a lot of image bands (these are called hyperspectral sensors) usually have a fine spectral resolution, the number of channels on a sensor is not necessarily linked to spectral resolution. To see how band widths for different sensors compare go to the spectral curve interactive tool.
Myth and Misconception #4: Measuring the differences between two land cover maps created from imagery acquired at different times will provide the most reliable estimate of land cover change.

A common way to calculate land cover change is to compare the differences between two land cover maps that have been created with remotely sensed images from different dates. This is often called post-classification change detection. Although this method seems logical and it is commonly used, it is rarely the most appropriate method for determining land cover over time.

The problem is that there are errors associated with each of the two land cover maps, and when these are overlaid, the errors are cumulative. As a result, the error of the land cover change map is significantly worse than either of the land cover maps. This concept is presented in the land cover change methods guide, which includes examples of more accurate ways to determine changes in land cover over time.

One way to illustrate these errors is to have an image analyst classify an image and then a few days later have that same analyst classify the same image (Figure 5). Even a skilled analyst will produce different results. If you overlay these two results you would see perceived areas of change even though the same image was used for both dates. In other words, overlaying the two images produces a map illustrating the errors associated with the post-classification approach. Using images from the same area that were acquired at different dates or with a different sensor would likely increase the differences in the land cover classification even more.
Figure 5: The original image is a Landsat Thematic Mapper image of Burlington, Vermont acquired October 11, 1997. This image was classified twice by the same person. The two images have differences resulting from the error associated with the classification process. The "Areas of disagreement/agreement" image highlights the inconsistencies between the classification in Round 1 and Round 2.
Myth and Misconception #5: Landsat TM imagery is suitable to consistently classify natural vegetation genus and species information with a high level of accuracy.

This is a frequently debated topic in the remote sensing community, but the fact is that the more detailed you want your thematic classification to be, the less accurate will your results be for individual classes. In other words, if you create a land cover map with just forest and non-forest classes, the accuracy of each of those classes will be higher than if you try to break the forest and non-forest classes into several other classes. This is an important concept to grasp when you are developing a classification system for a land cover map.

Ross Nelson, from the NASA Goddard Space Flight Center, has developed a rule of thumb based on careful examination of the accuracy of several studies published in the remote sensing literature. Of course exceptions can be found, but these are very useful guidelines. The underlying concept is that the more precise the class definitions are the lower the accuracy will be for the individual classes. Classification Accuracy:

- Forest/non-forest, water/no water, soil/vegetated: accuracies in the high 90%'s
- Conifer/hardwood: 80-90%
- Genus: 60-70%
- Species: 40-60%

Note: If including a Digital Elevation Model (DEM) in the classification, add 10%

Myth and Misconception #6: A satellite with a 30 meter resolution will allow you to identify 30m features.

In remote sensing, spatial resolution is often defined as the size of an image pixel as it is projected on the ground. For example, Landsat ETM+ imagery is often processed to have a 30 meter pixel size. This means that a Landsat ETM+ pixel represents a square area of 30m x 30m on the ground.

Spatial resolution is only one factor that allows us to identify features on an image. Other factors must be considered in order to understand which features can be identified on imagery of a particular resolution. These include:

- Contrast between adjacent features
- Heterogeneity of the landscape
- Level of information

The contrast between a feature we would like to detect and the background cover type greatly influences the size of a feature we can detect. For example, if there is a 2-meter wide trail that is cut through a dense forest, there is a good chance that we would be able to detect that with a 30-meter pixel because of the stark contrast between the bright soil and the dark forest (Figure 6). On the other hand if there was a 1-hectare patch that was covered with small trees and shrubs it might look too similar to the background forest for us to differentiate it from the more mature forest.
Figure 6: This image of Burlington, Vermont was acquired on October 11, 1997 by the Thematic Mapper sensor mounted on the Landsat Satellite. Although the resolution of this sensor is approximately 30 meters we are able to see some features much smaller than 30 meters. There are also some object that, although they are larger than 30 meters, we can not differentiate from the surrounding landscape. Contrast plays a big role in differentiating between features on the ground.
Relatively small object such as roads and the breakers in the lake are visible because of the great contrast with adjacent features.

The heterogeneity of the landscape also can influence how well we can detect a feature. If the landscape is very heterogeneous due to terrain or land cover variations, it is more difficult to detect a feature than if the background is very homogeneous (Figure 7).

![Figure 7: This is a Landsat TM image of a region in central Vietnam. The light purple line that runs across the center of the image from left to right is a portion of the Ho Chi Minh Highway that runs from Hanoi to Ho Chi Minh City. On the right side of the image the highway is very obvious because of the contrast between the bright road and the darker forest. On the left side of the image however it is much more difficult to locate the road because it tends to blend in more with the soil and other bright features in the valley.](image)

Another issue related to the ability to resolve features on a landscape is the level of information that we can interpret in a given situation. There are different levels of information that we can gather about features on an image: detection, identification, and contextual information. At the most basic level, we are able to detect that there is a feature present that is different from its surrounding environment. The next level is to be able to identify that object. The final level is to be able to derive contextual information about a feature.

These different levels of information can be illustrated in an example. If we see a few bright pixels in an image that is largely forested, we can say that we have detected something in the forest that doesn't appear to be the same as the surrounding forest. If those bright pixels are connected in a line, we might come to the conclusion that this is a road. If we see that the bright line through the forest runs from one town to another, we could conclude that this is a
main road between these two towns. As the level of information we want to extract from an image increases, so does the number of pixels necessary to reach that level of information. In our example, we could have detected that something was different from the forest by seeing just a few pixels (i.e., less than 10 pixels). To come to the conclusion that it was a road we would need more pixels (i.e., 20-40 pixels). To understand the context of the road we would need hundreds of pixels. In general, therefore, the more information one wants to glean from an image, the greater the number of pixels are necessary to reach that level. The degree of the increase varies depending on the feature being monitored and the type of imagery used.

**Myth and Misconception #7: Using ortho-referenced images is always a better choice than using non-ortho-rectified images.**

There are three common geometric corrections that are applied to satellite images in an attempt to correct for geometric errors inherent in remotely sensed imagery. The simplest are systematic corrections in which distortions caused by the sensor and by the movement of the satellite are removed. An intermediate process is often called geo-referencing. This involves taking a systematically corrected image and then improving the geometric quality using ground control points (known locations that can be matched between the image and the ground) to increase the accuracy of the image's coordinate system. The most advanced process is called ortho-rectification, which corrects for distortions caused by terrain relief in addition to the systematic corrections. In an image with level terrain, a geo-corrected image is effectively the same as an ortho-corrected image.

An ortho-rectified image is effectively an image map and can be used as a map base. In order to create an ortho-rectified image, it is necessary to use a digital elevation model (DEM) so the elevation of each pixel can be determined. For many regions of the world, DEMs with sufficient detail to ortho-rectify moderate- to high- resolution satellite imagery are not available to the general public.

As a mapping product, an ortho-rectified image is superior to an image that has not been ortho-rectified because it has the best absolute accuracy. A problem can occur, however, when one wants to compare an ortho-rectified image to a non-ortho-rectified image. When comparing images, such as one would do when determining changes in land cover over time, the relative positional accuracy between images (how well the images are aligned) is more important than the absolute accuracy (how well the image matches a map base). Trying to match a geo-corrected or systematically corrected image to an ortho-corrected one can be a very difficult and often impractical task because of the complex distortions in an ortho-corrected image.

When trying to achieve high relative accuracy between two or more satellite images it is often easiest to do so by geo-referencing systematically corrected images using one of the images as the reference image. In other words, if you had three systematically corrected images to superimpose, you would select one of them to be the reference and then, using standard remote sensing software, you would geo-reference the other two images to the reference image.

Depending on the accuracy of ortho-corrected images, it may even be impractical to try and align two or more ortho-corrected images. If different methods were used to create the ortho-corrected, the distortions between the two images could be quite different, making the alignment process very difficult. The best scenario is to have all of the images ortho-corrected
using the same process so that they have high absolute and relative accuracy, but that is often not practical when working with limited resources.

The bottom line is that ortho-corrected images can have higher absolute accuracy, but when relative accuracy is needed it may be better to use only systematically corrected images rather than mix systematically-corrected images with ortho-corrected imagery.

There is a tremendous archive of ortho-rectified Landsat TM images available for free from the University of Maryland's Global Land Cover Facility (GLCF), but care must be taken when using these data with other imagery.

**Myth and Misconception #8: Square pixels in an image accurately represent a square area on the Earth's surface.**

When we zoom in on a satellite image on the computer, we can clearly see square pixels, and it is easy to think that this is an accurate representation of what the sensor sees as the image is recorded. This isn't the case, however, because the sensor detecting energy for an individual pixel actually views a circle or ellipse on the ground. In addition to that, it is interesting to note that 50% or more of the information for a given pixel contains recorded energy from the surface area surrounding an individual pixel (Figure 8). This tends to contribute to fuzzy borders between objects rather than the crisp border you might expect. To visualize this effect, picture using the beam from a flashlight to represent what is seen by an individual sensor element (the part of a sensor that records the energy for an individual pixel). As the beam leaves the flashlight, it spreads out so that by the time it hits a target (a wall, for instance) the end of the beam is larger than the reflector inside the flashlight. If we tried to illuminate a square picture hanging on a wall, much of the light from the flashlight would actually fall outside of the picture. If the flashlight were recording light energy (rather than emitting it), it would record energy from the picture and the wall. It is also interesting to note that the beam is brighter toward the center. Again, if we think of the flashlight as a sensor, it would be recording more energy toward the center of the field of view than toward the edges. This concept is illustrated in the What a sensor sees interactive tool.
Figure 8: Although pixels typically appear square in an image the light recorded to determine the value (color) of a pixel comes from a circular (or elliptical if the sensor is not looking straight down) area that covers roughly twice the surface area of the area covered by the pixel itself. Even though the sensor's detectors are more sensitive to light in the center of the detector’s field of view, which means the area covered by a pixel captures most of the light recorded by a detector, light from outside of the pixel area does contribute to pixel's value. In other words, land cover in adjacent pixels can have an influence on a pixel’s value.

The blurring effect of recording energy from adjacent pixels is amplified if the atmosphere is hazy over the feature being sensed. This blurring is due to particulates in the air that force the photons of energy (the light) to be bounced around instead of traveling in a straight line. The bouncing of electrons causes the sensor to record energy from an object that is not in the line of sight of an individual sensor element. This is the same effect that causes objects to appear a bit fuzzy when you look at them on a hazy or foggy day.